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Outline
• Sensing  

• Big Data 

• What have we learned from compressive 
sensing, advanced matrix factorization ? 

• Machine Learning 

• Two words



Sensing

Phenomena -> Sensor -> Making Sense of that Data



Phenomena -> Sensor -> Making Sense of that 
Data



Information rich and 
cheap sensors



• YouTube videos 

• 18/04/11.       35hrs 
uploaded per minute 

• 23/05/12.       60hrs 
uploaded per minute 

• 29/11/14.     100 hrs 
uploaded per minute 

•  DNA sequencing cost 

• Single cell sequencing 

• 2011: 1 cell  

• May 2012: 18 cells,  

• March 2015:~200,000 cells 



Moore's law is not just for 
sensors



Algorithm-wise
• Some problems used to be NP-Hard, relaxations 

have been found. 

• Parallel to Moore's law, algorithms and sensors 
have changed the nature of the complexity of the 
problem



Phenomena -> Sensor -> Making Sense of that 
Data



Sensing as the Identity
• x = I x for a perfect sensor 

• x = (AB)x and AB=I, ex Camera 

• x = L(Ax), ex. Coded aperture, CT 

• x = N(Ax) or even x = N(A(Bx)), ex 
Compressive Sensing 

•  Hx = N(Ax), ex, classification in 
Compressive Sensing 

• x = N2(N1(x)), ex autoencoders 

• Hx = N4(N3(N2(N1(x)))), deep 
autoencoders



Sensing as the Identity
• x = I x for a perfect sensor 

• x = (AB)x and AB=I, ex Camera 

• x = L(Ax), ex. Coded aperture, CT 

• x = N(Ax) or even x = N(A(Bx)), ex 
Compressive Sensing 

•  Hx = N(Ax), ex, classification in 
Compressive Sensing 
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• Hx = N4(N3(N2(N1(x)))), deep 
autoencoders



Compressive Sensing



The relaxations and the 
bounds



The bounds as sensor 
design limits

http://nuit-blanche.blogspot.fr/2013/11/
sunday-morning-insight-map-

makers.html

http://nuit-blanche.blogspot.fr/2013/11/sunday-morning-insight-map-makers.html


Convenience clouds the mind 
ex: least squares



Islands of knowledge



Islands of knowledge



Beyond Compressive 
Sensing



Sensing as the Identity
• x = I x for a perfect sensor 

• x = (AB)x and AB=I, ex Camera 

• x = L(Ax), ex. Coded aperture, CT 

• x = N(Ax) or even x = N(A(Bx)), ex 
Compressive Sensing 

•  Hx = N(Ax), ex, classification in 
Compressive Sensing 

• x = N2(N1(x)), ex autoencoders 

• Hx = N4(N3(N2(N1(x)))), deep 
autoencoders



Advanced Matrix 
Factorizations

• Also Linear Autoencoders: 

• A = B C s.t B or C or B and C have specific 
features 

• Examples: NMF, SVD, Clustering, .... 

• Use: hyperspectral unmixing,....



Advanced Matrix 
Factorizations

• Spectral Clustering, A = DX  with unknown D and X, solve for sparse 
X and X_i = 0 or 1  

• K-Means / K-Median: A = DX  with unknown D and X, solve for XX^T 
= I and X_i = 0 or 1 

• Subspace Clustering, A = AX  with unknown X, solve for sparse/other 
conditions on X   

• Graph Matching: A = XBX^T with unknown X, B solve for B and X as 
a permutation 

• NMF: A = DX with unknown D and X, solve for elements of D,X 
positive 

• Generalized Matrix Factorization, W.*L − W.*UV′ with W a known 
mask, U,V unknowns solve for U,V and L lowest rank possible 

• Matrix Completion, A = H.*L with H a known mask, L unknown solve 
for L lowest rank possible 

• Stable Principle Component Pursuit (SPCP)/ Noisy Robust PCA,  A = 
L + S + N with L, S, N unknown, solve for L low rank, S sparse, N 
noise 

• Robust PCA : A = L + S with L, S unknown, solve for L low rank, S 
sparse 

• Sparse PCA: A = DX  with unknown D and X, solve for sparse D  

• Dictionary Learning: A = DX  with unknown D and X, solve for sparse 



Bounds on Advanced Matrix 
Factorizations



Sensing as the Identity
• x = I x for a perfect sensor 

• x = (AB)x and AB=I, ex Camera 

• x = L(Ax), ex. Coded aperture, CT 

• x = N(Ax) or even x = N(A(Bx)), ex 
Compressive Sensing 

•  Hx = N(Ax), ex, classification in 
Compressive Sensing 

• x = N2(N1(x)), ex autoencoders 

• Hx = N4(N3(N2(N1(x)))), deep 
autoencoders and more 



Machine Learning / Deep 
Neural Networks



Bounds and Limits DNNs

• Currently unknown. 

• DNNs could even be complicated regularization 
schemes of simpler approach (but we have not 
found which)



The Great Convergence ?

• Recent use of Deep Neural Networks structure to 
perform MRI reconstruction, Error Correcting 
Coding, Blind Source Separation..... 



Two more words



Advanced Matrix 
Factorization

• Recommender systems



What happens when the sensor makes 
the problem not NP-hard anymore ?



More infos

• http://nuit-blanche.blogspot.com 

• Paris Machine Learning meetup, http://nuit-
blanche.blogspot.com/p/paris-based-meetups-on-
machine-learning.html

http://nuit-blanche.blogspot.com
http://nuit-blanche.blogspot.com/p/paris-based-meetups-on-machine-learning.html

