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Optimization of Synthesis Oversampled
Complex Filter Banks
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Abstract—An important issue with oversampled FIR analysis
filter banks (FBs) is to determine inverse synthesis FBs, when
they exist. Given any complex oversampled FIR analysis FB, we
first provide an algorithm to determine whether there exists an
inverse FIR synthesis system. We also provide a method to ensure
the Hermitian symmetry property on the synthesis side, which
is serviceable to processing real-valued signals. As an invertible
analysis scheme corresponds to a redundant decomposition, there
is no unique inverse FB. Given a particular solution, we parame-
terize the whole family of inverses through a null space projection.
The resulting reduced parameter set simplifies design procedures,
since the perfect reconstruction constrained optimization problem
is recast as an unconstrained optimization problem. The design of
optimized synthesis FBs based on time or frequency localization
criteria is then investigated, using a simple yet efficient gradient
algorithm.

Index Terms—Filter design, frequency localization, inversion,
lapped transforms, modulated filter banks, optimization, over-
sampled filter banks, time localization.

I. INTRODUCTION

INCE the 1970s, lIter banks (FBs) have become a central
tool in signal/image processing and communications:
lapped or discrete wavelet transforms can be viewed as in-
stances of FB structures. Likewise, oversampled FBs (OFBs)
constitute an extensively studied instance with remaining open
questions. Their development came along under a variety of
different appellations, to name a few: general analysis-synthesis
systems [1], discrete Fourier transform (DFT) with stack-shift
capability, overlap-add or generalized DFT, underdecimated
systems, oversampled harmonic modulated Iter banks [2], [3],
complex lapped transforms [4], generalized lapped pseudo-
biorthogonal transform, etc.
In a more generic form, OFBs have received a considerable
attention both theoretically and in many applications, in the
past 10 years, following their association with speci c types of
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frames [2], [5], [6]. Their design exibility, improved frequency
selectivity and increased robustness to noise and aliasing distor-
tions have made them useful for subband adaptive Itering in
audio processing [7], noise shaping [8], denoising [3], multiple
description coding [9], echo cancellation [10], multiple antenna
code design [11], channel equalization [12] [14], or channel
coding [15].

Two major problems arise when resorting to OFBs: i) the
existence of an inverse for the analysis OFB achieving perfect
reconstruction (PR) and ii) the determination of an optimal
synthesis FB. Since the additional degrees of freedom gained
through redundancy may increase the design complexity, sev-
eral works have focused on FBs modulated with a single [16],
[17] or multiple windows [18]. More general formulations
are based on factorizations of OFB polyphase representations
with additional constraints (restricted oversampling ratios,
symmetry, realness, or lter length) into a lattice [19] [22] or
a lifting structure [23]. Constructions with near perfect recon-
struction (relaxing the PR property) have also been proposed
[10], [24] [26]. In [27] [29], more involved algebraic tools
(such as Gr bner bases) have also been employed. Recently,
Chai et al. have proposed a design based on FB state-space
representations [30]. The design may use different kinds of op-
timization criteria based on Iter regularity or more traditional
cost functions based on Iter shape (subband attenuation [10],
[21], coding gain [31]). Most of those synthesis FB designs
rely on minimum-norm solutions. An interesting approach
combining the latters with a null space method was success-
fully pursued by Mansour [32] for synthesis window shape
optimization in a modulated DFT FB.

Within the compass of the proposed work is a relatively
generic construction and optimization of oversampled syn-
thesis Iter banks with nite impulse response (FIR) properties
at both the analysis and synthesis sides. We can additionally im-
pose a practically useful Hermitian symmetry on the synthesis
side. This work extends the results given in two previous con-
ference papers [33], [34]. A special case has been judiciously
devised in [22], for speci ¢ Iter length and redundancy factor
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allowing closed form expressions for two design criteria. In
Section 11, we recall the polyphase notation used throughout
this paper. Given arbitrary FIR complex oversampled analysis
FB, we rst describe in Section I11-A a simple algorithm to test
whether it is FIR invertible or not, based on known results on
polynomial matrices [35], [36]. The standard Moore-Penrose
pseudoinverse (PI) solution [37] is studied in Section I11-B. In
Section I11-C, a method is supplied to enforce an Hermitian
symmetric FB, which is useful for real data analysis, processing
and synthesis. In Section 1V, the problem of the optimal design
of the synthesis FB is addressed. Although optimization can be
studied both on the analysis and synthesis sides [38], [39], we
consider here a given analysis FB and work on the synthesis
side. We derive in Section IV-A an ef cient parameter set size
reduction for this purpose. Using time or frequency localization
criteria, we then reformulate in Section IV-B the constrained
optimization problem as an unconstrained one for both the
general and Hermitian symmetric cases. After describing the
optimization process, we illustrate, in Section V, the different
methods proposed for the inversion and optimization on three
classical oversampled real and complex FB types.

Il. PROBLEM STATEMENT

A. Notations

Lapped transforms [40] were introduced in [41] to avoid
blocking artifacts in audio processing. Similarly for images,
they reduce tiling effects produced by classical block trans-
forms (as can be seen in the JPEG image compression format).
Lapped transforms belong to the class of FBs, such as the one
represented in Fig. 1, with a decimation factor IV smaller than
the length of each Iter. The Iters, whose impulse responses
are denoted by (h;)o<i<as, are supposed of nite length kN
with & an integer greater than or equal to 2. We therefore
consider k& overlapping blocks of size N.

A signal (x(n))nez is decomposed by M  lters; since the
decimation factor is NV, the overall redundancy of the transform
is M/N = k'. In this paper, we investigate the oversampled
case, i.e., k' > 1. The M outputs of the analysis FB are denoted
by (yi(n))o<i<ar. With these notations, the outputs of the anal-
ysis FB are expressed, forall¢ € {0,...,M —1}andn € Z, as

yi(n) = Z hi(p)z(Nn — p)
p
N-1
=> > h(Nt+j)a(Nn—£0-j). (1)
¢ 7=0
B. Polyphase Formulation
Let H(¢) = [hi(N€ + j)lo<i<mo<j<n, £ € {0,... .k —

1} be the k& polyphase matrices obtained from the impulse re-
sponses of the analysis Iters. We also de ne: Vn € Z, x(n) =
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(x(Nn —j))o<,<n, the polyphase vector from the input signal
x(n), leading to concisely rewriting (1) into a convolutive form

y(n) = (yo(n),...,yar-1(n))"

= (H xx)(n) o)

where T is the transpose operator. Thus, (2) can be reexpressed
as: y[z] = Hlz]x[z], where H[z] = f;ol H(0)z=* is the
M x N polyphase transfer matrix of the analysis FB and x[z]
(respectively, y[z]) is the z-transform of (x(n))ncz (respec-
tively, (y(n))nez).

C. Synthesis FB
The polyphase transfer matrix of the synthesis FB: H [z] =
S, H(0)z7*, satis es

x[z]=H

where the polyphase vector of the output signal of the synthesis
FB (X(n))nez is de ned similarly to (x(n))necz. We deduce
from (3) thatVn € Z,Vi € {0,...,N — 1}

S A

7=0 {=—cc

[2]y[z] ®)

Z(nN —1) y;i(£) 4

where fI(Z) = (f[ i(€))o<i<n,0<j<nm- EXpressing (4) with
impulse responses, we can write: for every 7 € {0,...,N — 1}
andn € Z,

T(nN — 1) 2__:0_2: Nn—4L4)—1)y;(£) (5)

which, by identifying (4) and (5), allows us to deduce that

tel.

H(t) = [hi(NE=i)] (6)

0<i<N,0<j<M’

These expressions hold for any oversampled FIR FB.

I1l. INVERSION

A. Invertibility of an Analysis FB

This work being focused on the construction of FIR synthesis

Iters, a preliminary point is the veri cation of the given anal-
ysis FB FIR invertibility. The polyphase representation of FBs
offers the advantage of relating the perfect reconstruction prop-
erty to the invertibility of the polyphase transfer matrix [42].
The latter matrix belongs to the ring C[z, z=1]**" of Laurent
polynomial matrices of dimensions M x N.We emphasize that
we do not look for any inverse MIMO lter, but for an inverse
polynomial matrix in C[z, 2=}V *M instead. In other words, we
aim at obtaining a (nonnecessarily causal) FIR synthesis FB.

A st answer to this FIR invertibility problem can be con-
veyed through the study of the Smith McMillan form of a poly-
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nomial matrix [42], [43], but unfortunately this decomposition
is quite costly. Park, Kalker, and Vetterli also devised a method
using Gr bner bases [28] to study the invertibility of polynomial
matrices which is applicable to the general multidimensional
case. We describe here an alternative cost-effective method in
the one-dimensional case. The following result gives a neces-
sary and suf cient condition for a matrix to be left invertible,
and, thus, for the existence of such an inverse system: let H[z] €
Clz, 2~ 1]M*N pe a polynomial matrix with M > N. The fol-
lowing conditions are equivalent:

1) HJz]is coprime, which means that the determinants of
the maximum minors (sub-matrices of size N x N) are
mutually relatively prime; B

2) H{[z]is leftinvertible in the sense that there exists H[z] €
Clz, z 1}V *M such that H[z]H[z] = Iy.

A proof of this result can be found in [35] for instance.

The rstcondition is directly applicable in practice to resolve
the left invertibility of the polyphase transfer matrix. Using the
following procedure, we can check numerically whether this
condition is satis ed.

1) Extract a maximal submatrix H.[z] of H|z].

2) Compute det(H.[z]), and determine its set of roots S..

3) Consider another maximal submatrix. Remove from S, the
elements which are not roots of the determinant of this
submatrix.

4) Repeat step 3) until S. = § or all maximal sub-matrices
have been extracted.

5) If S. = ) then the polyphase transfer matrix is left-invert-
ible; otherwise, it is not.

The corresponding algorithm is easily implemented, leading
to extract the roots of a single polynomial and check the roots
ofatmost (3/) — 1 = (M!/N!(M — N)!) — 1 polynomials. If
the polyphase matrix is left invertible, the number of considered
polynomials in practice is usually much smaller than (3}) — 1,
this bound being reached only when the matrix is not invertible.
Note that in the case of causal lters (i.e. both H[z] and H|[z] are
polynomial matrices in C[z~1]V*), simpler invertibility con-
ditions exist by invoking the so-called column-reduced property
[44], [45]. Also notice that, one of the advantages of this algo-
rithm over other methods is that it can be fully numerically im-
plemented.

B. Computation of an Inverse FB

The method proposed in Section Il1-A only guarantees the
existence of a left-inverse, corresponding to an FIR synthesis
FB. Since it does not provide a constructive expression, we now
perform the actual computation of an inverse polyphase transfer
matrix. We assume hereafter that H[z] was proven to be FIR left
invertible. _

Since the goal is to achieve PR, we search for a matrix H|z]
in Clz, 27 1]V *M such that H[z]H[z] = Iy and there exists
(p1,p2) € N? such that the polyphase transfer function of the
synthesis FB reads: H[z] = 72 H(¢)z~*. The resulting
overlapping factor of the synthesis ltersis p = p1 + p2 + 1.
When working with Laurent polynomial matrices, these inte-
gers p1 and p, are a priori unknown, whereas with polynomial
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matrices a bound exists [44]. By rewriting the PR property in
block convolutional form, we get the following linear system:

HH=U @)
where

ﬁ—r = [ﬁ(—pl),...,ﬁ(pg)} S CNXPA[

uT = I:OJ\TJ)IA’Y?IN?0N,(p2+k—1)N] € RJVX(k'FP—l)N? (8)

and

H(k— 1)
€ CpZMX(IH»pfl)N' (9)

As aforementioned, p; and p, are unknown, but since the
system (7) is supposed invertible, at least a couple of integers
(p1, p2) solving the system exists. The values of p; and p, are
actually obtained by increasing the value of p and looking for
every couple satisfying p = p; + p2 + 1, starting with p = 1.
Hence, for a given p, we consider all (p1,p2) in{(p—1,0), (p—
2,1),...,(0,p — 1)}. The rst p allowing a Moore-Penrose
pseudoinverse [46] solution to (7) provides an inverse polyphase
transfer matrix of minimum order.

C. Hermitian Symmetric Case

1) Symmetry Conditions: It is well known that the Fourier
transform of a real signal is Hermitian Symmetric (HS): its fre-
quency decomposition is symmetric for the real part and an-
tisymmetric for the imaginary part. Conversely, if the coef -
cients are HS in the frequency domain, then the reconstructed
signal is real. This property is very useful for real data Itering,
which often consists of removing or thresholding coef cients
in the frequency domain before reconstructing. Securing the re-
construction of real-valued signals from the transformed coef -
cients is thus a desirable property. In this section, we study the
HS case and its effects on the methods proposed in the previous
sections.

The HS property in the synthesis Iters is satis ed pro-
vided that, considering any symmetric subband indices
Jjr € {0,...,M — 1} and M — 1 — jy, for any coef cients
(y,j(n))()s,;<]\,[ such that y,(TL) = 0if (L,TL) * (jf,nf) or
(i,n) # (M — 1 — js,ny) with ny € Z and, such that
Yji;(ny) = ynr—1-4, (ny), areal-valued signal is reconstructed.
The reconstructed signal reads

im)= Y S hylm— NOw,(0)

7=0 f=—00
=hj,(m —nyN)y;, (ny)
+har1j,(m—ngN)y;, (ng).

A necessary and suf cient condition for z(m) € R for all
yjf(nf) € C,is that hjf(m — an) = h]\,[_l_jf(m - an)
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This condition must be veri ed for any couple of inte-
gers (js,nyg). The condition on the synthesis lter is then:
—1}and Vo € Z, hj(n) = ha—1_j(n).
Using (6), we rewrlte the condition as

= H(0)J .

where J,; is the M x M counter-identity matrix

0 1
J]\,[Z( )
1 0

We have supposed here that the transformed coef cientsof areal
signal exhibit the HS property. In other words, for any real signal
(x(n))nez, and for any couple (j¢,n¢) € {0,...,M —1} x Z,
the output of the analysis FB veri es:y;, (nf) = yar—j, -1(ny).
This condition can be rewritten

Zhn o(Nng—m) = ha_j;—1(m)

Considering a zero input signal z except for one sample, we
deduce that A, (n) = har—j, —1(n), which is equivalent to

H(0) (10)

z(Nny —m).

H(¢)=JyH(L). (11)

Hence, if the analysis FB veri es Condition (11), then the coef-
cients after decomposition satisfy the HS property.

Remark 1: Consider an invertible HS analysis FB. By in-

serting (11) in the PR condition we get

min(p2,f)

>

s=max({—k+1,—p1)

5ZIN = I?I(S)J]\[H(f — s).

It implies that if # = [H(—p1),...,H(p>)]" is a solution
of the linear system (7) then, under the HS hypothesis on the
analysis FB, Ho = [H(—p1)Jar, ..., H(p2)Jn]T is also a
solution of the linear system. Finally, |t follows that the sum:
Hy = (1/2)(H + Hz) is also a solution. Moreover, this solu-
tion veri es Condition (10) by construction.

In other words, we have proved that an invertible HS analysis
FB admits at least one HS synthesis FB.

2) Construction Method: We suppose here that the analysis
FB was proven invertible and that the matrices H (/) satisfy
Condition (11). Our objective is to build a synthesis FB pos-
sessing both the PR and HS properties.

a) First case: M is even: First, we rewrite (10) and (11)

(10) &Vl € {—p1,...,p2},
[(H(0) = [Hi(0). Hy(0)].
Hi(0) = Hy(O)

| with I,:fl € CNXM’ and Iffg e CNxM'
(11) &Ve € {0,... k—1},
( H,(¥)
H() =
=)
H, (/) :J]\,[/H2</£> ,
| with H; € CM XN and Hy € CM xN
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with M’ = M /2. Combining these conditions and the PR prop-
erty, we get

min(p2,£) ,\,«
5[IN = Z Hl(S)Hl(f— S)

s=max({—k+1,—p1)
min(ps,€)

DY

s=max({—k+1,—p1)

H,(s)J2, H.(l - s).

Since J3; = I, the previous equation can be seen as the sum
of a complex matrix with its conjugate, leading to a real matrix.

We deduce that
gl (HT (=)
’E@KHW—@

where A% is the matrix of the real part of a matrix A and A” is
its imaginary part. We will then de ne the following matrices:

=Y |H)

min(p2,l o
6[IN ( 2 ) |:
s=max({—k+1,—p1)

H] = [Elﬁ(_pl)v_g'{(_pl)v"'7;1\{/%(]72)’_1;;{(])2)}
eRVI (1)
and
H{;(O) Hif(k -1 0
H(0) Hi(k—1) 0
HI =
0 HE(0) HY(k—1)
0 H(0) Hi(k-1)

e RPM X (k+pi+p2)N

b) Second case: M is odd: Similarly to the rst case, (10)
and (11) can be rewritten

(10) VL e {-p1,...,p2}
[ H(0) = [Hi(0).c:(0), Ha(0)]
H,(¢) = Hy(£)J y and e1(0) € RV
| with H1 e CNXM’ and H2 e CNxM'
1) & Ve e {0,... . k—1}
( Hy(¢)
H)=|c()" |,
Ho(0)

Hl(f) = JM/HQ(E) and CQ(Z) € RN
| with H; € CM'XN and H, € CM'xN

with M’ = (M — 1)/2. Combining these conditions with the
PR equation and following the same reasoning as in the previous
section, we deduce that

5dx mi‘f’“) PIVR( el gy
= 1(8); y 41
2 s=max({—k+1,—p1) \/5
HY(l-s)
CQ(Z—S)T
X I\/i
H({—s)
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Subsequently, we introduce in this case the following matrices:

~ -/ Cc —_ -
HT = |H (), 1(ﬁp1) “HI(—p)
S . .
L H(py), 15;),—H{(p2) e RVPM (13)
and
H{(0) H(k-1)
cQ(O)T . CQ(k—l)T
v ;2
HI(0) - HI(k-1)
HI =
0 H{(0) Hi(k-1)
CQ(O)T .. Cg(k—l)T
V2 V2
H{(0) - Hi(k-1)

c R])]\[X (k—l—pl—l—pg)N.

¢) Conclusion: In both even and odd options, we solve
a linear system of the same size as the one of Section I1I-B,
but with real coef cients in this case. More precisely, with the
introduced notations, we have

Hs,}f—?s:us: ]T

08 5 AN O (41— 1) N

| =

The system is then solved, in the same way as in Section I11-B.
For increasing values of p (starting with p = 1), for each couple
(p1,p2) € N? such that p = py + pa + 1 we try to invert the
generated system through a Moore-Penrose pseudoinversion.

IV. OPTIMIZATION

A. Dimension Reduction

1) General Case: Before addressing the issue of optimiza-
tion in itself, let us rewrite the linear system expressing the
PR property. The analysis FB is still supposed invertible. Let
r be the rank of the matrix H € C(k+pi+p2)NxpM \We gs-
sumed that » < Mp (with p = py + ps + 1). Performing a
singular value decomposition [47] (SVD) on this matrix yields
H = UpXo V5, where £y € C™*7 is an invertible diagonal ma-
trix, Uy € CNk+r—1)xrand ), € CMP*" gre semi-unitary ma-
trices (i.e., UsUo = I, and V5V = I,.). Therefore, there exists
U, € CNEAp=)X(N(k+p=1)=r) and V; € CMp>x(Mp—7) gych
that Lo, U] and [Vo, V4] are unitary matrices. When an
inverse polyphase transfer matrix exists, a particular solution to
(7) is H° = HiU, where H* = vozo—lug is the pseudoinverse
matrix of H. Equation (7) is then equivalent to Uy Vg (H —
HO) = 0N(k+p71)v><N- Since U({LIO = I, and X is invertible,
we gethva‘(ﬁ — H®) = 0,.«~. In other words, the columns of
H — H° belong to Ker(Vg), the null space of V. Moreover,
it can be easily seen that Ker()) is equal to Im(); ). We then
obtain the following af ne form for H:

H=VC+H° (14)
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where C € C(Mp—7)xN,

The construction of a synthesis FB thus amounts to the choice
of C. If C = O(ar,—r)x v, then the obtained synthesis FB is the
PI1 FB. This expression can be further rewritten into a more con-
venient form for optimization purposes. First, we de ne the ma-
trices (V') eqo,...m—13 by: forall £ € {—p1,...,po} andn €
{0,...,Mp—r=1}, (V) espr.n = Vi((£+p1)M +3,m), with
Vi = Vi(s,n)]o<s<mp,0<n<mp—r. According to (14) and (8),
we canwrite forall £ € {—p1,...,p2},1 € {0,...,N—1}and
jef{0,....,M -1}

Mp—r—1

Hi () = Z (Vi)etpr nC(nsi) + ﬁio,j(ﬂ)

n=0

where (ﬁi,j(é))_plgg& represent the impulse responses
of the synthesis FB, (H;({)) ,,<¢<p, COrrespond to the
Pl solution and C = [C(n,%)]o<n<rmp—ro<i<n. FOr all

j € {0,...,M — 1}, we introduce the matrices ij de ned

~0 ~
by: (H;)etp,.i = HY;(¢) forall £ € {-py,...,p2} and
i € {0,...,N —1}. We, thus, obtain

50 = (Ve + H)) (15)

l+p1,e
This equation is used in Section I'V-B-1 to simplify the optimiza-
tion problem raised by the design of the synthesis FB.

The above expressions are given in the complex case, but they
naturally remain valid in the real case. This will be illustrated by
the rst example of Section V-B-3-a.

2) Symmetric Case: In this section, we adapt the results of
the previous section to the HS FB case. The notations used here
are similar to those introduced in Section I11-C-2. It is worth
noticing that we can calculate the matrix A directly from H,
as de ned in Section I11-C-2 when M is either even or odd, in
the following way:

H = P,.H, (16)

where the matrix P,. € CPM>*PM js the block diagonal matrix

built with the block:
( I]\/[/ —ZI]\JI )
J]M’ ZJIW’

if M = 2M’ (even case, as seen in Section I11-C-2-a) and

Iy 0 —udyy
0 V2 0
J]\,[l 0 ZJ]\JI

if M = 2M’ + 1 (odd case, as seen in Section I11-C-2-b). By
applying once again an SVD on H,, and by following the same
steps as in Section 1\V-A-1, we end up with an equation similar
to (14):

— —~0

Hs = Vlc + Hs (17)
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Fig. 2. (a) Impulse. (b) Frequency responses of a GenLOT analysis FB.

Note that, according to the properties of the SVD, the matrix C
is now real-valued. By noticing that HO = PICHS and setting

Wi = PV, we nally obtain

H=WC + H°. (18)
We next de ne the matrices (W;)o<j<amr—1: for all
{ € {-p1,...,p2} and n € {0,...,Mp — r — 1}:

(Wj)£+p1,n = Wl((g + pl)M + j,n) USing (18) as in
Section IV-A-1, we get

;5(0) = (W,c + Hy) (19)

l+pi,t
B. Optimal Solution

1) General Form for the Cost Functions: Depending on the
desired properties for the synthesis FB, several cost functions

can be employed. We rst propose a generic cost function for-
mulation and then provide practical examples based on the Iter
time or frequency spread, respectively.

Our goal is to optimize the Iter shape given by the coef -
cients h of the synthesis FB, subject to the perfect reconstruction
property. According to the results in Section IV-A, it is possible
to represent the coef cients in the general case by using (15).
The optimization favorably takes place in the reduced dimen-
sion space the matrix C belongs to (compared with the dimen-
sion of the space of the coef cients of &), thus allowing us to
reformulate the optimization under a perfect reconstruction con-
straint as an unconstrained problem. In this context, the generic
cost function form we consider is

K.

J
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Here, the following notation has been employed:

YAeCMr Ak = Y AiAivoK(ii 40

(i.i',0,0)

where K and A are (N x N X p x p) kernels. Moreover, we
assume here that || A|| i represents a seminorm over CV*? and
it is thus real nonnegative. Let K’ be the matrice de ned by
K1+[N7,+Z'N = K(LZ gﬁ’) fOI’a" (Z g’) S {0 Y
1}% and (i,4') € {0,. — 1}2. Without loss of generality,
this matrix can be taken posmve siemlde nite, which implies
that K;’+£N,i’+l’N = Kil+g/N7i+gN and, thus, K(’i7i/,£7 f/) =
K(#,i,¢',¢). We deduce the following expression:

|A]l% = Z A Ay o K(i,i',0,0")

(4,i,0,0")

= > A AiK

(i,2,€,0")

(#,1,0',0).

This relation will be used to simplify some equations in
Section IV-C and Appendix C. We nally notice that K’ is a
positive de nite Hermitian matrix if and only if ||.|| x is a norm.

2) Impulse Responses Optimization: A rst objective is to
obtain impulse responses (h;)o<;j<a for the synthesis Iters
well-localized, around some time-indices (72, ) o< j < as. We now
explain the link between the cost function form introduced in the
previous section and the previously described dimension reduc-
tion to further simplify the problem.

The considered cost function is the following:

M-1

L | — ;1 [ (m) |
Z S [ (m)]2

with « € RY and weights (w;)o<jenr €  (Rp)M
such that 37 'w; = L Ifa = 2and m; =
S mlhj(m)|?/ 32, |hj(m)|?, then Ji(h) represents a
weighted sum of the standard temporal dispersions measuring
the time localization of a Iter h; [48]. Combined with (6), we

get
Ti(h)
Do N
Nt Zlf——p121 01 |’€N—

=2 S
5 —
l=—pq ZL:O

N-1 R =
Ml e i [EN — i — ;|| H; (£)
= Z wj

2
N-1 |77
(D sl VNI

i_mﬂa ~J

hij(UN — i)

We now introduce the kernels K]t and A de ned by

Ki(i,d' L+ p1, 0 +p1) =we; |[¢N —
A(i,i' L+ 1, +p1) =6 b,

Oi—irbp—pr
(20)

. —_— | Y
]
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forall j € {0 -1}, (6,0) € {-p1,...,p2}* and
(1,4") € {0,...,N — 1}2 Using (15) we write
p2 N-1 N 2
> Z’Hi,j(f)’ =
(=—p; i=0
and
P2 N-—1
wtjlz X;ZN—z—mJ ‘Hu ‘ -
=—p1 1 J

Here, ||.||a reduces to the Frobenius norm. Finally, we deduce
that

M— 1)

S

= J,(C).

The constrained minimization of .J; is then reexpressed as the
unconstrained minimization of .J;.

3) Frequency Response Optimization: We proceed similarly
to the previous section, for a different cost function J;(k). Our
goal, dual to that in the previous section, is now to regularize
the frequency responses of the synthesis FB by concentrating
the frequency response of each Iter h; around some frequency
f;- This is achieved by minimizing

. 1/2+f; ol ral?
b= 52 o, S = hylo)| v on
= Ws
— b 1/2+4f; W 2d
= “iyayy, [alVl| dv
where o € R+, (u)f,_])()<_]<]\[ € (R* )]\[ with ZMolwf] =1

and, h; ;[-] is the frequency response of the jth synthesis lter,
de ned as

P2

ZZHu

{=—p, 1=0

—ZZW(NZ—i)V

Ve [=1/2,1/2], h; il =

When f; = f 12 v|h; l/]|2dl//f1{§2|h][l/]|2dll) the cost

function Jf(h) represents a classical weighted frequency disper-
sion measure for the synthesis Iters. We then de ne the kernel

K (i, ¢ 0+ p1, 0+ p1)
1/2+f;
lv — .fj|"‘e—ZW(W—é’)—(i—i’))"dy

= (.Uf/]
—1/2+f;
1/2
= wr / |’/|ae—?mr(N(ﬁ—[')_(q',—i’))(l/-‘,-f]-)d’/ (22)

—-1/2
with (i,4",£,¢') € {0,...,N —1}2 x {—p1,...,p2}%

Remark 2: The examples provided in Section V-B-3 are ob-
tained with « = 2. In this case, the explicit expression of the
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Fig. 3. First example (with the GenLOT FB of Section V-A-1): frequency response of the synthesis FB obtained (a) through the pseudoinverse method. (b) After
optimization with cost function .

kernel becomes (see the equation at the bottom of the page),
with (i,4,£,0') € {0,...,N —1}%> x {—p1,...,p2}% Section 1V-B-2, we obtain
Combining these notations and (15), we have 1245

~ 2 ~0
W, j / lv = fil* hj[V]‘ dv = HV]-C+H]» . —1/241;

2
Kf
—1/2+f;

Invoking Plancherel s theorem and the kernel A de ned in

2
A

~ 2 p2 N-1 ~ 2 ~0
hj[u]‘ dv="Y" Z‘Hi,j(z)‘ :HVJ-CJFHj
4

=—p1 1=0

Finally, substituting these expressions in (21) yields

Unyj
127 ’ ’ ’ : 2
wﬂj(_l)N(i—i )—(i=i’) g=2um (N (L—L") = (i=i")) f;

272 (N (6—0)—(i—i’))? ’

o ) ifi=4and /=1
K, i b+ p, 0 +p1) = _
i h ) otherwise
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Fig. 4. First example: impulse response of the synthesis FB obtained (a) through the pseudoinverse method. (b) After optimization with cost function "

2
~ M K; ~
Je(h) = 2 = J(C).

~0
= ||vie+Hj|

-1 HVjC + ij

Once again, the constrained optimization problem has been re-
formulated as an unconstrained one.

C. Gradient Optimization

The constrained optimization problem being turned into an
unconstrained minimization, we now provide more details about
the minimization algorithm we employ. In this paper, we have
used a simple gradient algorithm with an adaptive step s,,. The
algorithm can be summarized as follows:

1 Initialization: C; = 0, n = 0.

2“11:1

Computation of D,, = V.J(C,).

4 While J(Cp, = pnDy) 2 J(Cn), st i — (1/(1/pin) + 1)
5 Cn+1 = CT, — ,unDn.

6 If ||Crht1 — Cnl|| > e thenincrement n and goto step 2 .

The step-size u,, used here remains large as long as the al-
gorithm is getting closer to a local minimum (in other words,
as long as J(Cn4+1) < J(Cy)). It is only adapted (reduced)
to prevent the criterion from increasing. The initialization with
Co = 0 entails that we consider the pseudoinverse synthesis FB
as the starting point for the algorithm. In practice, ¢ was set to
1071 .

Other step selection strategies exist: constant or optimal
steps, steps satisfying Wolfe or Armijo conditions [49], [50].
The method used in this work is easy to implement and is well
suited to the different cost functions we have considered, while
keeping a reasonable complexity.
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